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Fi gure 2.3. A Hybrid Communication Network

by node number 1 can spi l l  a l l  of i ts ca l ls  to the ground station

numbered ~,. By sp i l l i ng the ca l l , node 1 ca n also share the “benefits”

of alternate routing.

2.4 Ana lys is Method

Most of the optim izing cr i ter ia  for communication networks are

related to improvement in the network performance, reduction in cost,

etc. In this study, the optimization criteria is the improvement of

the network performance. An in depth discussion of the problem is

presented in the next section .

In order to Improve network performance , a method of some how

estimating the performance is needed . Two kinds of methods are generally

used for such studies: simulation and analytic [5). In the former

method , artificial traffic is generated on the computer , and an estimate

- - - —
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cf the system behavior Is obtained . Simulation method s may look

attractive because of the inherent f l e x i b i l i t y .  However , when large

scale networks are simulated on the computer , the advantage due to

the flexibility may be abated by the hi gh cost involved in the

si ul at ion.

In the ana l ytica l method s, the only disadvantage is due to the

approx i mations made in deriving the method . Most of the studies have

show n that the results obtained from ana l ytical methods are in good

agreement with those of the simulation methods. The advantage of

anal ytical methods is the small computation ti re required for

estimating the network performance.

In the demand assignmen t mode of operation , it is important

tha t a fast estimate of the network performance be obtained , so tha t

the fully variable trunks can be re—allocated to meet the changing

traffic demands. Consequently, for the problem to be presented in

the next section , analytica l techniques are preferred .

The analytical method usc~ for obtaining the network performance

has been adapted from [3]. An overv i ew of this so—called single—

moment method will be presented here.

In deriving the sinq l~ —moment method, the following assumptions

are made:

I. Ca! l Arr iva l is a Poisson process

2. Call holding time has a negative exponential distribution

3. Link blocking probabi lites are statisticall y independent

14. Nodes are non—blocking (has been stated earlier)

5. B loc ked ca l l s  are cleared and do not return

6. The network Is in s t a t i s t i c a l equi l ibr ium
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7. Call set—up time is negligible

8. Cal l arr iva l on
~~~~ link is a Poisson process

By making the assumption that the overflow traffic is also Poisson

distributed (assumption 8), we obviate the need to use the dua l —moment

method [ 5 3 .  By virture of this assumption , the mean and the variance

are equal , and the process is characterized onl y by the mean——hence ,

the name “sing l e—moment method .”

The following steps are used to determine all the node—to—node

grade of serv i ces by the single moment method :

Step I: From the given network configuration , the call control

rule (ooc with spill , in our case), and the routing table , find the

augmented route tree for every node pair.

Step 2: From the traffic matrix and the augmented route trees,

find the link blocking probabilities using the Erlang ’s loss formula [6]:

N.
a.1 

IN , !
I I

Y , i = 1 , 2, 3, •~~~. 2. (2 .1)
N.
~ (a~/k!)

k=O

where a. an d N
1 are the offered loads (in Erlangs) and the number of

trunks in the ith link , respectively , and 2. is the total number of

links in the networks.

Step 3: From the link blocking probabili ties found in Step 2,

find the prob ability of eac” path in the augmented route tree being

used to complete a ca ll.

~~~~~~~
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Step 4: UsIng the results of Step 3, determine the NNGOS for

each node pair by
4

NNGOS = 1 — E Pr{P. used} (2.2)

J

From the above steps all information pertaini ng to the network

performance can be obtained. This information may include: node grade

of serv i ce, network grade of serv i ce, trunk group offered loads , load

carried by each path between every node pair , etc. For a detaile d

description of this algorithm , refer to [3].

14lhis step will be discussed in more detail in section 14.

_ _
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3. OPTIMIZATION PROBLEM

The design of circuit—switched networks i nvolves the following

basic steps:

(a) Determination of network configuration (or topology) to provide

communication services to the users.

(b) Determination of trunk group (link) sizes and routing table to

provide satisfactory network performance.

In the design of terrestrial communication networks , prev i ous approaches

have been based on the assumption that the network configuration is fixed .

Once the network topology and trunk group sizes have been decided , there is

little freedom to improve the network performance by altering the routing

table. Adaptive routing techniques are available to improve the network

performance [31. But when the traffic load becomes too high , these techniques

are inadequate to meet the demands. The optimization criterion used in

terrestrial networks can be reduction in cost, improvement of the network

performance , or the improvement in the point—to—point performance.

A satellite commun i cation system can be used In a changing network

configuration mode, in fact , to take advantage of the inherent flexibility

of such systems, network adaptation should be an essential control feature.

Along with the network adaptabi l i ty feature is the freedom to vary the size

of the variable trunks. The only restriction is that the total sum of these

variable trunks must not exceed the satellite capacity.

In the hybrid communication network , therefor= , there are several options

available to the designer to meet a specified network performance. Adaptive

routing techniques , network adaptability and the allowed changes in t runk

group sizes can be used to meet an optimization criterion.

_ _ _ _ _ _ _ _ _  ~1
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The optimization criterion tha t we have chosen in this report is to ir ir lr I:(

node—to-node grade of service. The o~-je cti ve is to design a network for a

given traffic matrix such that a ll the node—to—node grade of services are

be l ow a prescribed value (abbreviated BPMAX——maxi n’um allowed blocking

probabil its).

To give a forma l statement of the problem , we make the following definitions:

G = number of terrestrial communicat ion nodes

S = number of satellite ground stations

T = [t. .1 = traffic demand matrix , where the element t. . specifies the
I J  I

demand from node i to node j at time I.

C = [cu
T 

— l ink capacity vector , where the C~ elemen t denotes the number

of trunks in the ith link at time T,

BPMAX = maxi mum a l l o w a b l e  block i ng p rob a b i l i ty between each node pair.

= routing table at time 1.

B = lb ..] node—to—node grade of serv i ce matrix , where b.. e lement

denotes the NNGOS of i —to—j node pair.

We furthe r assume that some of the elements of C are fixed . These-Jr

correspond to the links between a switching c~~.Ler and ground station or

between two switching centers.

Our objective is to find a routing table and a link capacity vector such

tha t all the node—to—node grade of serv i ces are below a prescribed BPMAX ,

Furthermore , in satisfying this criterion , the number of fully variable trunks

used should be minimized . Mathematically,

C = {[c .]I b .k ~ BPMAX , mm [Ec .])
I 

-~ j = l , 2,3, ..., Q 
1)R {[r .k ]Ib Ik ~ BPMAX } I = 1 , 2, 3, ..., G+S

k = 1 , 2, 3, .,. ,

Other optimization criteria do exist [7] but we will he concerned with

the one mentioned above.
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To see the comp lexity of thi s problem , let us quantif y some of the

available options : For the S node satel lite system there can be a tota l of

s(s-l) 
links . The number of possible link combination s is Identica l to the

number of possible network confi gurations. This upper bound can be easil y

derived as:

N N _ s(s— l)
= 2 — l where N ~3.2)

Each of the network confi gurations can be further modified by the large

number of possible trunk assignments. Obv i ously, there is an astronomical

number of the comb i nations of conceivabl e network topo l ogies and trunk

group sizing.

The traffic matrix and the prescribed BPMAX does reduce the number of

the possible combinations. Other constraints such as satellite/ground

sta tion visibility , power sharing , u p l in k and d o w n l i n k losses , etc. furthe r

reduce the upper bound on all the possible comb i nations . Desp ite all of these

reductions the number of available options is still astronomical.

Sometimes , even if a solution to the aforementioned problem is found ,

there are other problems that may arise . For example , i t is  pos s i b l e  fo r a

calculated route to use the same sate llite more than once. Such a route is ,

of course, undesirable because of the double transmission time delay invo l ved .

Should such a problem arise , the need to re—allocate link capacities and obtain

a new routing table is evident.

Finally , the algorithm for solving this network design problem must be

fast. If the demand requests are mon i tored every ~r seconds , the algorithm

should be able to make the routing table and trunk assignments in less than

\r seconds so that it can track the demand assignment monitor . Such an

al gorithm could then be used in real—time computing.
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14. ALGORITHM FOR TRUNK ASSIGNMENT AND ROUT I NG TABLE GENERATION

14.1 Introduction

In this section we will present a heuristic algorithm for obtaining the

branch capacity vector and the routing table , for a §iven traffic demand ,

that will meet the prescribed BPMAX specification. The algorithm also

attempts to minimize the number of full y variable trunks used in the network .

The next two sub—sections are devoted to showing the effect of network

topology and alternate routing on trunk group sizing. The ideas gathered

in these sub—sections will aid in the development of the algorithm to be

presented in section 14.14.

4.2 Effect of Network Topology on the Link Capacity Vector

In terrestrial communication networks It is economically unfeas ible

to connect a trunk group between every pair of switching centers in the

network, Some of the calls have to be either spilled to another office ,

or to be routed throug h a tandem office.

In the satellite system, one of the (2
N_ 1) possible network con—

figurations is a complete graph; that is , there Is a link between every

p a i r  of ground stations. Consequently, a por t ion of the h y b r i d  comm un i c a t ion

network tha t we are concenred with can be represented by a complete graph.

An obv i ous question , which must be answered before any decision on

the trunk group sizing al gorithm is made , is the following : Is it

advantageous to operate a network in a complete grap h——a s opposed to an

incomplete graph——configuration when such a choice exists?

See Ego. (~.2).



- 
—
.~~~~ ~~~~~~~~~~~~~~~~~~~ ~-~~~~ - - ._ --- -  ~~~~~~~~~~~~~~~~~~~ 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

17

A pure graph—theoretic point of view reveals tha t, for a n node

network , the comp lete graph will be strongly connected as compared to an

incomp lete grap h. Accord i ngly, it will be less vulnerable or more damage

resistant [8].

At this time , i t i s no t p o s s i b l e  to g i v e  a ma th ema t ica l p roof , based

on the single—moment method ,
1 
to show tha t the total number of trunks

requ i red to achieve a prescribed BPMAX is , in genera l , smaller for complete

graphs than incomplete graphs. All of the network examples analysed using

STARTUP [3] have validated this conjecture. Consider , for exa mple , the

five—node network of Fig . 4.1(a). Using the symbols introduced in section

2.3, the pre—as signed l inks are represented by solid lines , and the fully

variable links by broken lines. The satellite ground stations and switching

centers of the terrestrial network are grouped together. Not i ce that there

are no terrestrial links between node pa i rs (1 ,3) and (2 ,5).

The BPMAX specification is 0.025-—that is , all the node—to-node

grade of serv i ces must be less than 2.5°~ The tr a f f i c  ma tr i x  for t h i s

network is given in Table 14.1. Assuming that the comb i ned capacity

of the terrestrial network is not enoqgh to handle the traffic demand ,

we must assign satellite trunks (circuits) to fulfill the prescribed

BPMAX requirement.

Two of the several network confi gurations possible are depicted

in Fig . 4.1 (a) and (b). In Fig. 4,1(a) we have assigned the fully

variable trunks such that a complete graph is formed . In Fig. 4.1(b)

we assign trunks to increase the capacity of the alread y existing

terrestrial trunk groups.

1This is a nonlinear approach to the performance ana l ysis ; based on
the flow ana l ysis approach , one could show this conjecture using the m m
cu t—max flow argument.

k
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Fi gure 14.1 . A five—node Hybrid Communica tion Network

Table 4 .1. Traffic in Erlangs for the 5—node network of Figure 4.1

1 2 
- ______

1 8. 12. 19. 16. 
-

2 2. 13. 23. 12 .

3 26. 19. 7. 25,

14 20, 16. 15. ~~~~~~~~ 19.

5 15. 12. 18. 13.

JPMAX — 0,025

L - - ~~~~~~~~~~~~
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Cl early, there are severa l different combined
2 

branch capacity

vectors that can be chosen to meet the BPMAX specification . One of

such vectors is given in Table 4.2(b). Based on the traffic matrix and

the trunk group sizes , we thtain the routing table depicted in Table ‘4,2(a)

such that all the NNGOS are less than 0.025. The network performance

using STARTUP is shown in Fi g. 4.2.

Table 4.2 Routing Table and Trunk Group Informatio n for Fig. 4.1(a )

1 2 3 ‘4 5

________ - 

2,5 3,2 4,2 5,2

2 1 ,5 3, 1 4,1 5,)

3 1 ,2 2,1 14 ,5 5,14

14 1 ,2 2,1 3,5 5,3

5 1 ,2 2,1 3,2 4,2 ~ZZT
(i) Rout ing Table

Link Number Termina l Nodes Number of Trunks

1 1—2 31

2 1—4 ‘44

3 1-5 36

14 1—3 4 1

5 2—3 39
6 2—14 45

7 2—5 33
8 3—4 28

9 3—5 148

10 Li-s 38

__________________ (b) Trunk Group Information
2By combined we mean the sum of the pre—assi gned and fully variable

trunks presen t i n  a link. 

- --- - - - -  - —-- - - - - - -~~~~~~~~~~~~~ -~~~~~~~~- --- - -~-~~~~
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For the network configuration of Fig. 4.1(h), there are again many

possible branch capacity vectors and routing tables that can be used . One

of such combinations is given in Tables 4.3(a) and (b). The resu l ts of

the analysis of this configuration are given in Fig. 4.3.

Table 14.3 Routing Table and Trunk Group Information for the
Network of Fig. 4.1(b)

1 2 3 ‘4 5

1 4 ,3,5 3,5 14,5 5,3

2
__— 

5,4,3 3,4,5 14,5 5,3

3 1 ,5 2,5 5, 1 ,2 5,1

1 ,5 2,5 5,2,1 5,2

4 5 1 ,3 2,4 
— 

3, 1 14,1

(a) Routing Table

Link Number Terminal Nodes Number of Trunks

1 1—4 48

2 1-5 1~ 5

3 1— 3 1~9

4 2-3 39

5 2—4 53

6 2—5 34

7 
- 

3—5 72

8 4—5 63

(b) Trunk Group Information
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From Figs. 4.2 and 4.3, we note that the BPMAX cr i ter ion is met in

both the cases. The total number of trunks needed for the network config-

urations of Figs. 4.1 (a) and (h) is 383 and 1403, respectively. Thus ,

there is a saving of trunks if we use the complete graph configuration ;

furthermore , the network grade of service is smaller for this case.

With this small network example , we have Il lustrated the advantage

accrued in choosing a complete graph topology over another topology. As

mentioned earlier--even for this simple network——there are several choices

for the branch capacityvectors for a given configuration. In all of the

examp l es i nvestigated , our results indicate that the complete graph

configuration always uses fewer trunks than another configuration to meet

the same BPMAX specification . A derivation of this conjecture should be

a part of any future research.

4.3 Effect of Alternate Routing on the Link Capacity Vector

In this section , we will explore the effect of alternate routing

on trunk group sizing . If we were concen red onl y with the satellite

system , such an i nvestigation would be unwarranted; for , the Inheren t

delay in the uplink and down i ink transmi ssion makes the use of

alternate routing strategy undes i rable. However , in the hy brid system

a lternate routing is feasible .  We can assume tha t a ca ll is routed in

a manner such that is uses the satellite Ultrunk il at most once in its

propagation from the source to the destination . Consequently, it is

meaning ful to investigate the behavior of NNGOS for differen t trunk

group sizes and routing strateg i es. 

— -- _ _ _ _ _ _
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The relationship between the offered t ra f f i c  and node—to—node grade

of services for f ixed trunk group sizes and differen t routing schemes has

been reported in t4]. Grandjean ’s results show that the ‘ nondirect” routing

with more alternate paths is more sensi t ive to overload than alternate

routing with fewer paths. Direct routing has the least sensitivity with

regard to overload .

In our prob lem, we are not onl y concerned w i th  se lecting a routing

strategy, but also minimizing the number of trunks required to meet a

j prescribed BPMAX value. An obvious question tha t arises is: For a pre-

scribed traffic matrix , what is the relationship between the node—to—nod e

grade of services and varying link sizes for different routing schemes?

We will show this relationship using an idealized network examp le.

Consider the five—node network of Fig. 4.14. The network is completely

symmetrica l wi th  regard to t ra f f i c  and routing strateg ies; that is , the

traffic between each node pair is equa l and every link has the same

offered and carried loads. The number of trunks assi gned to each l ink

is the same.
2

1 3

5

F Igure 4 .14. A five—node symmetrica l network 

— —- — 
~~~
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We invest i gate the re la t ionsh ip for d i rec t routing and al ternate

routing ~-.i th orn’ m d  two alternate paths. Because of the symm .~try in the

traffic , topo l ogy, and routing, al l the l ink blocking probabilities and the

node—to—node grades of service for every node pair are the same.

F i L i . i~~ç dep icts the relationship between the node—to—node grades of

service and vary ing trunk group sizes for zero, one, and two alternate

paths between every node pair . It is interesting to note some of the

salient features of Fig. 14.5:

(a) It is not always preferrab le to use alternate routing in comp lete

graphs . The routing strategy should be chosen from the prescribed

BPMAX value and the total number of fully variable trunks available .

At times it may so happen that the traffic demand may become

excessivel y high so tha t even w i t h  a l l  the fully variable trunks

allocated the BPMAX specification is not satisfied . The network

performance can st ill be improved by a proper choice of the

routing strategy.

(b) The two alternate route strategy is more sensitive to decreasing

trunk group sizes than one alternate route or direct strategies.

The hi gher sensitivity of alternate routing due to decreasing

link capacities Is generally attributed to link ‘1congestion .”

Even though we have used an idealized examp le to illustrate the

dependence of the node—to—node grades of service on the trunk group sizes

for different routing strategies , the results obtained are applicable to

the “rea l world” hybrid communication networks, too. As will become

appa rent in the next sec t ion, our algorithm for demand assignment attempts

to distribute the traffic In a manner so tha t the variation in the offered

loads to the links is minima l . 

__ __ __ __ _ _  - — i — _ _ _ . _‘ .   — 
— — .___ _
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14.3 An Al gorithm

A search of the literature reveals no existing work dealing wi th

the solution to the prob l em formulated in section 3—-tha t of determ ining

the trunk group sizes and routing table generation simu l taneousl y. Previou s

works [3,9] have treated these as disjoint problems . Reference [3] gives

an al gorithm for obtaining a routing table tha t sa t i s f i es  a prescribed

BPMAX specification , assum i ng tha t the network configuration and trunk group

sizes are fixed . On the other hand , [9] uses an i t e ra t i ve  scheme to obtain

the branch capacity vector for a pre—specified routing table .

In this section , we wi l l  present an algorithm tha t will generate a

branch capaci ty  vector and routing table for a network w i t h  adaptab le

conf iguration, such tha t a ll the NNGOS are below a prescribed BPMAX value.

Of course, if the traffic demands get excessivel y high in relation to the

network call—carry i ng capacity , this al gorithm fails to meet the BPMAX

cr i te r ion .

The research reported herein is a preliminary investigation of the

routing problem in hybrid communication systems. Consequent ly, no

ri gorous derivations of the concepts used are available at this point.

We sha ll , however , present heuristic arguments to justify the steps

i nvolved .

Our aim is to determ ine an al gori thmic way of designing networks w i t h

“semi—adaptab l&’ configurations such tha t all the NNGOS are below an upper

bound . In order to facilitate the understand i ng of the various steps , and

their order , in the al gorithm , we will show how the NNGOS are calculated and

their dependence on the link grade of services , traffic matrix , and the

routing table .  

--~~~~~~- - ~~~~-- -~~~~~ ~--—~~~~----~~- - -~~~- - - -- - - _ _
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4.3.1 Factors that Influence NNGOS Va lues

The complex ity inherent in the hybrid communication network routing

problem was presented in section 3. This section reveals some additional

difficulties i nvolved in the solution to the problem we have formulated .

A systematic approach can be dev i sed after the basic complexities in the

prob lem are understood.

The network performance (determination of the NNGOS) based on the

sing l e—moment method can be obtained provided we have the following

infor mation:

1. Networ k Topology

(a) link—node incidence description (b) link sizes

2. Routing Table

3. Call Control Rule

14. Traffic Matrix

In our case , the des ired network performance , (3) and (4) are

known; the problem is to find (1) and (2). Clearly, we note that we

have an extra unknown in our problem . Thus , an obv ious question is:

know ing the des ired network performance (speci f ied by the BPMAX requirement),

(3) and (14) above, is It possible to f ind (1) and (2)? This question can

be answered after we deve lop the method for determining the NNGOS for a l l

node pa irs:

We f i rs t  def ine the fol lowing notation :

vector of link blocking probabi l i t ies
A

.~~.
= I — vector of l ink r e l i a b i l i t i e s

a = vector of link carried loads

a vector of I ink offered loads

C branch capacity vector

— - -  - __ _ _ _  ~~~e - — --—-~- -~~~~ . **ILI1I1~JT’~~~~~~
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In order to determine the NNGOS for all node pairs , the ~ vector ,

the call contro l rule , and the routing table must be known. The ~~vector

is found by using the Erlang loss formula [61, where each element in the

vector is given by: c .
a .

C.’
y. = —_.... 

, i = 1 , 2, 3, . . .,  9. (4.1)
~~ (a)~

Z
/k!)

k=O

~“here a. and c~ are the offered load and link capacity of the ith link ,

respectively. 9. is the number of l inks in the network .

Cl ea r l y, the link grades of service are not i nvariant. The va l ue

y
1 

is a nonlinea r function of the offered loads , a . ,  and the number of

trunks , c~ , in each of the links in the net~~’rk. In vector notation ,

(4. 1 ) can be expressed as:

~.i 
(
~ & (4.2)

The trunk group offered load vector , in turn , depends on the ~ vector

and the traffic distribution vector t. That is ,

(4.3)

The traffic distribution vector is dependent upon the traffic matrix ,

routing table , call control rule , and link blocking probabilities. Both

and 
~-2 are non— linea r functions.

Knowing the ~~~, 
vector , the NNGOS can be found from the augmented

route trees
1 
for each node pair. For example , consider the augmented

route tree shown in F Ig. 4.6.

1These are defined by the routing table.

_ _ _  —~~ --— a -~~~~~~~ -- - - - --~~
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Figure 4.6 An Augmented Route Tree

The NNGOS is found as fo l lows:

P r {P
1 
used} = x 1

Pr{P2 used} 
= x2

x
3
(1—x

1
)

Pr{ P
3 

used } = x4x5(1—x 1
)(1—x

2
x
3
)

Then ,

NNG O S A,B = 1 — Z Pr {P~ used}
j

= I — [x~ + x 2x
3

( l—x 1
) + x 4x

5
( l—x 1 ) ( l — x 2x

3
)] (4 .14)

Equation (4. 4) is again a nonlinear algebraic equation. From the

nonl inear relationships between ~~~, a, t , and node—to—node grade of

serv ices , it should be apparent tha t a two—step algori thm——one step to

arb i t ra r i l y  assign trunks and the second to generate a routing ta b le——

does not prov ide an answer to the problem posed in section 3. The need

for simu ltaneously generating a routing table and assi gning trunks Is evident. 

--~~~ — _______ ~~~~~~~~ i__.•i_____ - - ~~~~~~~~~~~~~~~~~ ~~~~
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We are now in a position to answer the question posed at the beginning

of this sub—section: from the coupling between equations (14.2) and (4.3),

it is evident tha t i nformation regard i ng the des i red network performance,

call contro l rule and the traffic matrix are not sufficient for the

determ i nation of the branch capacity vector and the routing table inde-

pendently. To determine the branch capacity vector , the vector of offered

l oads to the links must be known. The need to make some approx i mations

or assumptions is evident.

The offered load to various links is controlled by the routing

table and the Erlang loss formula. Prior to making any assumptions , we

note some of the properties of the Erlang B formula [6, 1 01:

The elements of the carried load vector , a ’, can be obtained as

fo l lows:

a ’. = a(l-y.) (4.5)

The utilization factor p. of the ith trunk group in stead y state

is defined as:

= ;.~_L (4.6)

i nvesti gations [6] into equations (4.1), (14.5) , and (4 .6) have led to

the conclusion that larger trunk groups are more efficient than smaller

ones; tha t is , as the number of trunks in a link is increased and the

offered load is increased such tha t the probability of blocking remains

constant , the u t i l i z a t i o n  factor increases. The d isadvantage of a l ink

having a larger utilization factor is its higher sensitivity to overload.

We shall use some of the above idea s in devising a scheme for d i s t r ibu t ing

the loads to various trunk groups. Rather than making some trunk groups

---- — - —-—- — - 
~~~—

—-—-—
~~~~~~~~~~~~~~ -~~~~—~~~~~~~ - -~~~~~~~~ --— —- ~~~~~~~~~ - -~~~~~~~
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extremel y large and some extremely small , we shall attempt to distribute

the load such that the variation In the offered loads and link capacities

Is minima l . The utilization factor of all the links will then be nearly equal.

By considering the flow—problem , rather than the performance ana l ysis

problem , Paz [11] has shown tha t improved traffic handling capability is

obta i ned if the variation in normalized branch flows (ratio of traffic

f l ow and capacity of a l ink) is minima l.

4.3.2 Description of the Algorithm

The algoir thrn described in this section is basically a one—pass

scheme for obtaining the branch capacity vector and routing table , given

a BPMAX value and the traffic demand matrix . Even though a nonlinear analysis

method is used for allocating the full y variable trunks , we shall never-

theless make use of some linea r approx imations. Provisions have been

made to detect and correct the discrepencies between the actua l and the

des i red network performance that may arise due to these approximations .

In obtaining this algorithm , the following assumption [see section

2.4 for others] is made:

The t ime required to search , s iz e, and later release a

trunk is negligible.

The a lgorithm can be programmed on a d ig i ta l computer. An

algorithmic flow—chart is shown in Fig . 4.7. As indicated in Fig. 14.7,

there are bas ica l l y  s ix  steps involved .

To facilitate the understanding of the various steps involved , we

w ill use the seven—node hybrid network of Fig. 14.8 to i l l u s t r a t e  some

of the intermediate resul ts .  Again , the te r res t r i a l  l inks are represented

by solid lines . The satellite ground stations (GS) are represented by

—--

~

- - -~~-~~



Read Traffic Matrix , Preassigned Trunk
Information , and I3PMAX Specification

— 
STEP A I Assign choice level s for the switching

II centers accessing the sa tel l i te .  Record
the load offered to the ground stations.

STEP B Obtain the value of the average traffic
between ground stations

j STEP c. Decide on what routing strategy should
be used . Obtain the va lues of the
requ i red link blocking probabilities.

STER D ~ Form the routing table and keep track
of the offered loads to the links.

STEP E 
~ 

Assign trunks and obtain an estimate
[ of the network performance.

3

Are a l l NNCOS YES

~~ 
be low BPMAX?

• 

_____  

N~
4

STEP F 
~ 

Mod i fy the routing table and the lin k
[ capacity vector to improve the NPICOS.

-a -

Figure 14.7. Algorithm for generating a Routing Table and a Link Capacity
vector for a given BPMAX and Traffic demands.
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Figure 4.8 A Hybrid Communication Network

triangles and the switching centers (TC) are denoted by circles. The

fully variable trunks have not been shown. Only the satellite capacity

(the total number of fully variable trunks available) is known. The

traffic matrix and pre—assigned trunk i nformations are given in

Tab le ‘i.4 (a )  and (b) , respect ive ly.

We w ill now make some def in i t ions  and assumptions:

~~f: Satel lite Section: The part of the hybrid system comprisin g of

the ground stations is defined as the

satellite section. 

----- --. ~~- --- - -~~~~- - -  -—------ - --- _ -
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Tab le 4.14

2 3 4 5 6
_ 

7

1 
~~ 1 .14 

- 

1 .14- 2.8 1 .4 1. 4

2 1.~ 1 .- - 2.1 3.5 1 .4 2.8

3 1.4 2.1 ~~~~~~~~ 5.6 4. 2 7.0 2.8

4 2.1 1.4 2.8 8.4 1 .4 1 .14

5 2.8 1 .4 14.9 2.8 6 .3 2.8

6 1.4 2.8 3.5 2.8 2.8 14.2

7 0.7 1.4 1.14 2.8 7.7 6.3

(a) Traf f ic  Matrix In Erlangs for the Hybr id Network of Fig. 4.8.

Link Number Term inal Nodes Number of Trunks

1— 3 35

2 2—14 28

3 2—5 25

14 3_ 1~ 15

5 3—7 8

6 3—5 15

7 4—5 13

8 5—7 114

¶3 6— 7 10

10 5-6 6

Number of fully variable trunks = 80

(b) Pre—assigned Trunk Group Information for the Hybrid Network of Fig. 14.8
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Def: Terrestrial Section: The part of the hybrid system comprising of

the switching centers is defined as the

terrestr Ial section.

A sw itching center and a ground stat ion in close proximity,

represented by A, is considered par t  of the sa te l l i te  section . Thus , in

Fi g. 4.8, nodes I and 2 comprise the satefl ite section and nodes 3 through 7

comprise the satel l i te section.

• Def: Augmented Traffic Matrix [t n
] def ines the tota l t ra f f ic  between

node pa irs in the s tae l l i te  sect ion 3f te r  the decision to

spill traffic to different nodes has been made.

tr E traffic originating at node 2. and destined for node m defined

by the input traffic matri x information .

The a lgor thm for “demand ass ignment ” in hybrid communication

networks comprises of the followin g steps:

STEP A: Th is step Involves the computation of the total t ra f f i c  offered

to the sate l l i te  section and some of the l inks w i th  f ixed capac i t ies  by

the terrestrial section. This computation Is easily made from the

information 2 
provided by the desired network performance , traffic matrix ,

node— link incidence relationship of the f ixed section of the network.

For example , consider a switching center with node degree exactly one.

Then all of the traffic originating at this node must be routed on

this link. Similarly, the traffic destined to this node must also travel

2We will assume the call contro l rule is known. It Is OOC in
our case.



~~~~~~~~- — 
-
~~ -:

37

the same link. The genera l structure of the augmented route trees for

such cases are shown in Fig. 4.9(a) and (b).

C .~ B •A

\L
2 

K 
~~~~~~~~~~

1

.;

~::. 
~~~~~~~~~~~~~~~~~~~~~~~~~~~ :

Figure 4.9 Augmented Route Trees showing (a) t r a f f i c  away
from node A (with node degree 1), (b) traffic to
node A.

The approximate offered load ’ to link connecting A—B in Fig. 14.9 is

g iven by:

aA B  = 
~~ 

tr~~ i 
+ 

~~ tr 1~~ , ~~ 
(4 .7)

Once a A B  is known, the blocking probabi l i ty of link A—B can be computed

by Erlang ’s formula. The additional traffic that node B must route is

given by:

t~~,. xA B (tr A.4.~
) , I � A (4.8)

where Is the additiona l traffic originating at node B and destined

from node I. Si milar ly, we can compute the additiona l traffic to the

other ground stations.

*This approx i mation is valid for snail valuos of Bl’~iAX—— ~-.hich
quite often the case we dea l with .
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Table 14.5

3 14 5 6 7

~ 13.3 ~~~~~~ ~~~~~ 14.2

Ii 9.1 8.14 1.14 14.2

5 7.7 2.8 7.7 2.8

~L I !

_ _ _ _ _  _ _ _ _ _  _ _ _ _ _  

::: ~~~~~~~~~~~~~

(a) Augmented Traffic ~1at rix (in Erlangs) for the network of
Fi g. 14.8 at the end of Step A.

2 3 4 5 6 7

1 3* 3 3~ 3* 3~-

2 4 4* 4 5 5~
_
-

3 1 14

3 2

5 3 2

6 3 5 zzz-I:
7 3 14

* ch~notcs a spill swi tcti

(h) Partial bout ing able for thy network of Fig. 4.~
at the end of Step A .

__________
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I n the case of SC’s with node degree greater than one, the traffic

offered to each of the links incident to it is in direct proportion to

their capacities (linea r approximation). The additiona l traffic tha t

the ground stations must route can again be found by using eqn. (4.8).

When the decision to spill the traffic to the differen t g round

stations has been made, the appropriate blocks in the routing table

are filled with these choice levels .

To illustrate the use of this step, refer to the network of Fi g. 4.8.

The .-qq,roximate
+ 

wiiues for the elements of the augmented traffic

matrix are depicted in Table !r .5(i). The routing table at the end of

this step is given In Table li.5(b).

STEP B: From the augmented traffic matrix , t, for the satellite section ,

compute the average load between a node pair: 
- 

-

I i
= 

~~~~~~~ ~ E t. . i = 1 , 2, . . .,  s (14.9)
‘ 1 . . I4

~J • — 1  2 SI J _, — , , . .• ,

A

t . — tr . . + t .i+j r÷j i -÷j

where S is the number of ground stations. Thus for the network of Fig.

4.8:

<t> ~ 5.74 Erla ngs.

STEP C: In th is  step we make an important assumption: the reliab i lties

of a ll the GS—to—GS links are equal 3. Based on this assumption we can

compute the link reliability required to meet the prescribed BPMAX va l ue.

3At the completion of this algorithm , these may turn out to be unequa l .
+These values are approximate because some of the traffic is lost at the

switching center accessing the ground station . Consequently, some of these
clement values are larger tha n whe t the analysis will dep ict.
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We compute the link reliabilties for different routing strateg ies as

fo llows 14:

Direct Routing : x
0 
= I — BPMAX

One A lternate Route: x 1 + x~ (1— x 1
) = 1 — BPMAX (14.10)

Two A lternate Routes: x 2 + x~ (l-x
2
)(2-x~) = 1 - BPMAX

Equations (14.10) are nonlinea r algebriac equations , and can be

easily solved by any fixed—point iteration method [121.

From the required values of x0, x1, and x
2, 

we can compute the

average number of trunks per link required :

y.(s .— l ,a1 )
= a~ [ ~~!

_
~-‘~~ 

~~~~~~ 

I ~1 — y.(s ., ak ) }  (4.11 )
I I k,i = O , 1 , 2

where S . number of trunks required in a link when the offered

load is a
k 

and the requ i red blocking probability is

y. (l_ x
~
).

can be computed from equation (4.1)

and
a0 E 2<t>

a 1 - 2(1 +

a2 
2(1 + x2(l -x2 )(2-x~)]<t~

Equation (4.11) must again be solved us ing the fixed—point Iteration

approach. it should be noted that s . is an integer ; consequently a proper

error cr i ter ion must be set in the iteration algorithm . The behavior of the

~Equations (4.10) assume tha t the alternate paths are comprised of
two links . Since we are dealIng with a complete grap h (satellite section
only) , this assumption is quite valid . 
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vs. NNGO S curve w i l l  be s imi lar  to FIg. 4 .5 for a gIven t raf f ic

matrix . The choice of a routing strategy can be easi ly  made once we

have al l  the s O ’s and information on the total number of variable trunks.

The purpose of Step C is to give an estimate of how many f u l ly

variable trunks, in addition to the preassigned trunks , w i ll be requ ired

to satisfy the BPMAX criterion . This step views the satellite section of

the network to be symmetrica l in routing , traffic matrix , and network

configuration. Such an estimate is generally optimistic and , consequently,

in the actua l network, the number of additional trunks required are larger .

But , nevertheless , this step serves its purpose by helping to decide on

a routing strategy.

STEP D: Once the decision on how many alternate routes will be used has

been made in Step C , the next step Is to form the routing table and keep

an account of how much load will be offered to the links connecting two

ground stations.

To help set a criterion for forming the routing table , we will

make use of the results given in section 4.2. Also , the fact that

larger capacity links (with larger offered load) are more efficien t

than the smaller capacity links will be used.

A two—step procedure is folowed for assignIng choice levels in the

routing table. These steps are:

Step 1: In this step , the first choice level for routing of calls

from ground station—to—ground station is selected . Since one of the

configurations available is the complete grap h, an obvious candidate for

first choice level in the routing table is the direct choice. So the

first choice for routing calls between two ground stations is the direct

link. We fi l l up the rOuting table accord i ng ly.

_ _ _  __ _



-

42

The offered load to the links connecting every pair of ground stations in

the network is a lso recorded . The offered load to a l ink connecting two

ground stations i and j  is given by:

= t . + t. . (4.12)i -4-j j-~j 1~
-’• ’

where the superscript on a is used to denote tha t it is the offered

load due to path 1. If a direct routing strategy was chosen in step C,

step E is performed . Otherwise , we perform the follow i ng step:

Step 2: In this step we choose the second and third choices of the

routing table for the GS—to—GS calls . To facilitate the assignment of

these cho i ce levels , we have established the following criterion:

The proposed al ternate destina t ion for any block in the routing

table should be such tha t it tends to minimize the varia tion in the

offered load to links connecting every pair of ground stations.

This criterion can be easily imp l emented in an al gorithmic manner.

The offered loads found in step 1 above can be arranged in an ascending

or descending order. The second choice levels are selected such tha t

the links with smaller offered loads from step 1 are used on these paths .

The load offered to a trunk group due to the first alternate path can be

easi ly computed . For examp l e , if the ca l l s  from node i to node k use

the link ~~~ on its second path , then the additiona l offered load ,

is given by:

~~~~~ 
= x(1—x) t i k  (14.13)

where x was found in step C,

If the same link appears on the second path of other node paIr s , the

addit iona l offered loads are computed by using eqn. (4 .13) .  

~~- - -
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Similarl y, if the calls from node n to node k use the link

on its third choice level , then the additiona l offered load , a
~
3
~~k 

is

given by:

a
~~~~k 

x(i_x ) (2_x 2)tn~k 
(4.1 14)

Thus , i n  step 2, we ass i gn second and t~~ rd choice levels (depending

upon which routing strategy we have selected) and keep an account of the

offered loads of each of the links pres ent between two ground stations.

The combined offered load for lin k - . .  is given by:

a. . = a~~ • + ~ a~~ . . -
~ ~~ a~~

3
. . (4 .15)

I — J I•
~

’•
~J I’~ J

where the summation is used to emphasize the fact tha t the same link

can appea r on the second and/or third paths of different node pairs

more than once ; ~~~~ is because of b i—di r ect i o ria i l i nk assunption .

We illustrate this step by once again referring to the network of

Fig. 4.8. The routing table and the vector of estimated offered loads

to the trunk groups at the end of this step are shown in Table 1+ .6 .

Ta b le 14.6

1 2 3 14 5 6 7

3* 3 3* 3* 3* 3*

2 
— 

4* 14 5 5~
3 1 4 14,7 5,7 6,7 7,4

- 

4 3 2 3,7 5,6 6,7 7,6

5 3 2 3 ,7 14,6 6,4 7, 14

6 3 3, 7 1~,7 
~~4 

••••

~

••._._,..~••_._ 

7,14

7 3 3,4 14 ,3 5, 14 
- 

6,3

(i’) Routing Table at the end of Step 0 

-~~~~~~~~~~~~~~ - - -~~~~~~~
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Li

Link Termina l Offered Load (Eria ~~~j Tota l Offered Load~
Number Nodes Path I Path 2 Erlang s (CCS)

14 3_Li 21. 8.4 21 .8 (7814.8)

5 3-7 6.3 1+li.I 10.4 (374.4)

6 3—5 14.7 0 14.7 (529.2)

7 4-5 11. 2 22.8 13.3 (478.8)

8 5—7 10.5 11.9 11 . 6 (1+17.6)

9 6—7 10.5 20.3 12.4 (‘+46.4)

1 0 5—6 13.3 11.2 14.3 (514.8)

i i 14—7 8.14 35.5 11 .7 (1421 .2)

12 4—6 4.2 30.1 7.0 (252.

13 3—6 11 .9 7.7 12. 6 (453. 6)

~Tota l Offered Load = (Offered Load on Path 1) +

x .(l—x).(Offered l oad on Path 2) , x = .897

(b) Estimated Offered Loads for the Links from Ground Station—to—
Ground Station. 

-~~~~~ -~~~~~~~~~ - _  -~~~~~~~~~~~~~
, - -~~ - -
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STEP E: The Eriang loss formula was expressed in vec tor notation in

eqn. (4.2). To compute the link blocking probabilities , the informat ion

regarding the offered load and the number of trunks in the link must be

known.

In our case, the information regarding the desired link
4 

blocking

probabilities and the load offered to the various links was obta i ned in

steps C and D, respectively. With this information , the branch capacity

vector can be obtained using equation (1+ .ll ). The number of fully variable

trunks , in addition to the preassi gned trunks , required can then be ci sil y
I

computed .

Thus, at the comp letion of step E we have both a routing table and

a branch capacity vector . There is , however , a problem associated with

the design al gorithm that we have enunciated : The blocking probability of

ground station-to-ground station traffic will be less than the prescribed

BPMAX va lue, but there is a possibility tha t the NNGOS associated with

the nodes in the terrestrial section may exceed the des i red upper bound .

For example , consider the augmented route tree of Fig. 14.10. The calls

from node A are spilled to the ground station B. According to our algorithm ,

the trunks are allocated such tha t the NNGOS of the calls from B to C

is less than the BPMAX va l ue. The blocking probability of the calls from

A to C is:

NNGOS A C  
= I — x(l— t4hGOS B~,c

)

According to the UPIIAX requirement , NII GOS
A~C ~ 

BPMAX . Then ,

1 — x(l— PI P1riOS
~~~

)

1 — x(l—NNGOS ~ BPt~AX
________________  B-’-C

4These are the links between a pair of ground stations.
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But BP
B~~ 

BPMAX , and therefore

x~~~-l

if the BPMAX criterion is to be satisfied by the NNGOS
A~~
. In genera l ,

x will be less than 1 because of the finite blocking probability of the

>Pl

Figure 4.10 An Augment Route Tree

links between the sw i tching center and the ground station. The NNGOS

of a node pair using severa l tandem sw i tches to route its calls may a l so

exceed the des i red BPMAX . Therefore , at the end of step E, the need to

modif y the branch capacity vector and routing table is evident. The

modif icat ions are carr ied out in step F .

However , before descr ib ing step F, we wi ll i l l u s t r a te  step E by

considering t he network of Fig. 14.8, At the end of step 0, the routing

table and estimated offered loads to links 4 throug h 13 were obtained ,

and are shown in Table 4.6. From the offered loads and the desired link

blocking probabilit Ies (=0.103), we can obtain the required number of trunks

in each link using eqn . (4.11). These resu lts are shown in Table 14.7. 
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Table 4.7 Trunk Group Information after step E.

Link Nunber Termina l Nodes Number of Trunks

1— 3 Fixed (35)
2 2—4 Fixed (28)

3 2—5 Fixed (25)

14 3~ l+ 25

5 3—7 13

6 3— 5 17

7 4-5 16

8 5—7 14

9 6—7 15

10 5—6 17

1 1 14_ 7 13

1 2 14—6 10

13 3—6 16

The analysis based upon the routing table given in Table 4.6 and

the trunk group information in Table 4.7 is given in Fig . 14.11 . We note

the follow i ng salien t features from the analysis:

(1) The link blocking probab Mi ties of links 4 throug h 13 are not

0.103 but close to it . This is to be expected , since the

capacity of a link must be an integer value.

(2) The NNGOS of the GS—to—G S nodes are less than or close to the

prescribed BPMAX value.

(3) Some of the N NG OS do not satisf y the BPMAX requirement.

To improve the hig hest NUGOS in the network , we modif y the branch

capacity vector and the routing table in the next step.

STEP F: Before making any mo difications to the routinq table and/or the

branch capaci ty vector obta ined in steps 0 and E , it must be ascertained

if such modifications would indeed i mprove the NNGOS tha t exceed the
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prescribed BPP4AX. For examp le , the value of x in Fig . 4.10 could be

much less than I so that , even if the blo ckinq probability of calls from

B to C is made zero, the blocking probability of calls from A to C is

still quite hi gh (=l—x). In such cases, it is futile to make any

modification.

But , once the decision to make the modifications is made, a criterion

must be established to make such changes. To arrive at such a criterion ,

we note that the number of trunks in a link must have an integer value.

It is therefore possible tha t the reliabilities of the links between the

ground stations may be hi gher than what was ac tua l ly  required . We can

insert or delete choice l evels from the routing table to improve the

highest NNGOS in the network (3]. It is possible that a few such

modifications may l ower all the NNGOS below the specified BPMAX value .

In the even t tha t the above strategy fa i ls , the next choice is to

increase the capaci t ies of the links appearing on the paths of the node

pairs with the highest NNGOS. Obv i ousl y, these links must be present between

two ground stations , so tha t full y variable trunks can be allocated to

increase their traffic handling capacity.

To illustrate this step, the branch capacity vector and the routing

table that satisfies th’~ BPMAX requirement (we recall tha t the BPMAX

requirement was not satisfied at the end of step ~ is given in Table 4.8. 

—- -- -- -- - -- - - - - ---- - -- - - -
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Tabl e 14,8

1 2 3 4 5 6 7

1 ~~~~~~~~~~~ 3 3* 3* 3* 3*

2 4,5 4* 
— 

‘4 5

4 3 1 4,5 4,7 5,7 6,7 7,1k

4 3,6 2 3,7 5, 6 6 ,7 7 ,6

3,6 2 3,7 14,6 6,4 7,14

6 3,7 5,4 3,7 
— 

‘+ ,7 5,4 7, 1k

7 3,6 14,5 3,14
__— 

1+ ,3 5,4 6 ,3

Ca) Final Routing Table

Link Number Termina l Nodes Number of Tr unks

1 1—3 35

2—1+ 28
3 2—5 25

1+ 3—4 25

5 3— 7 13
6* 3— 5 18

7 4—~ 16

8* 5—7 15

9 6—7 15

1 0 5-6 17

11* 4— 7 11+

12 4—6 1 0

13* 3—6 17

(b) Fina l Trunk Capacity Vector

The l inks whose capac i t ies  were increased are indicate d by an aster isi .

Als o, alterations in the routing table were made to improve the NNGOS. 
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An analysis of the network based on the information in Table 4.8 is

shown i n Fig . 4.1 2. We note tha t all the NNGOS are below 0.02; thus ,

we have completed our obj ect ive of designing the network of Fig . 4.8

such that the BPPIAX criterion is satisfied .

To conclude this section , we will summarize the al gorithm for trunk

assignment and routing table generation :

The algorithm begins by assigning choice levels In the blocks of routing

table associated with the swi tching centers accessing the satellite facili ty.

The traffic spilled to the ground stations is recorded , and an a~~mented

traffic matrix , which depicts the new traffic between ground stations , is

formed.

Based on the prescribed BPMAX value and the average traffic (obtained from

the augmented traffic matrix) between ground stations , the decision whether to

use direct or alternate routing is made. This choice is based on which routing

strategy uses fewer number of fully variable trunks . The blocking probabilities

of the links between ground stations requ i red to satisf~- the BPMAX specifi-

cation (for the particular routing strategy chosen) are noted .

The routing table is now constructed . If alternate routing is used , the

alternate routes are generated such that the variation in the offered loads

to the links between ground station s is minima l , The offered loads to these

links are also recorded .

Based on the requ i red link blocking probabilities , and their offered

loads , the number of trunks needed in each link is computed using the

Erlang ’s loss formula. An estimate of the network performance is made to

check f the BPNAX criterion is satisfied . Furthe r modifications to the

link capacity vector and the routing table are made if some of the node-to-

node grades of serv ice exceed the prescribed BPMAX value.

_ _ _
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5. FURTHER RESEARCH

In section 4, we presented a heuristic algorithm for generating a

branch capacity vector and a routing table such that all the node—to—node

grades of service in the hybrid network are below a prescribed value .

Furthermore , the number of fully variable trunks allocated to achieve

the network performance criterion is minima ). To assess the usefulness

of the algorithm a digital computer prog ram should be developed . Then

studies on some of the h~ ?ld networks in planning stages can be made .

Such studies will show if this al gorithm is adaptable in near real—time

computing
1
.

The algorithm , at presen t, makes a tacit assumption that the traffic

demands are completely different everytime this algorithm Is used , In

the actual operating system, this assumption may not be necessary; that

is , the rate of call arrivals may change at only a few switching centers.

In such cases, it is unnecessary to start the al gorithm from step A;

onl y minor alterations in the branch capac~ ty vector and routing table

may suffice . The criteria for making such alterations needs to be

investigated . With a slig ht modification , this algorithm could be made

to detect wha t changes in the traffic matrix have occured , and what

action needs to be taken. Such modifications will undoubtedly reduce

the computation time Involved in certain cases.

The assumption that the network is in statistical equilibrium

renders the sing l e—moment method inapplicalbe in real—time computat ion ,

where new traffi c demands are r .lde every m inut ~ or so. Corsequentl y,

1 Based on the experience gained from developin g STARTUP [31,
it is envisaged tha t this algorithm wil l  be useful in near real—time
computing. 



_ _ _  
— 

-_---- — — —-‘- -- ---- --- —--- ---

56

some other methods must be sought , which can then be applied to the

routing problem in hybrid communication networks for optimum assignment

on almost every demand for service.

Previous investigation [3) into the routing problem in circuit switched

networks with orig inating office control allowed for at most one spill

switch between a source—to—destination pair. Since STARTUP [3] was used

as an analysis tool for the research reported in this report , the same

assumption was tacitly made. With the availability of more genera l reliability

analysis algorithms [13, 14], study into the feasibility of two or more

spill swi tches between node pairs should be made. Such an i nvestigation

would revea l the advantages and disadvantages of “multiple ” spill forward

action in circuit—switched networks. Ilu ltip le spill forward action , if

found advantageous , could then be used in the terrestrial section of

the hybrid network.
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METRIC SYSTEM

BASE UNITS:
Quant ity t ! nit SI Symbol Formula

length metre m
mass kil o gram kg -
lime set o n d
ele t ru. F urrent amper e A - -
t hermod ynam ic tem peratur e ke lvin K - -
amount of substance mo le mo l
luminous intensity candela cd --

SUPPLEMENTARY UNITS:
plane ang le rad ian rad -
so lid ang le steradian Sr

DER IV ED UNITS:
Acceleration metre per second squared rn/s
ac tivi ty (of a rad ioactive sour ce) disintegration per sec o nd (di s integrat ion )/s
angular accelerat ion radian per second squared -- radis
angular velocit y radian per second rad/ s
area square metre m
density kilogram per cubi c metre k g in
* 1e( tri ( Capac Ft aflC e far ad I A-s /V
e lectr ical condu ctance Siemens S A V

U electr ii . field strength volt per metre V rn
el. ’ i: tri . inductance henry I t
electri r potential difference v olt VF A
electric res istance ohm V A
electromot ive force vo lt V W A
energ y joule N.m
entro py joule per kelvi n -
force newton N kg.m/s
frequenc y hert z liz (cyc le)/s
i lluminance lux lx lmJm
lum inance candela per square metre - -  - cd/rn
luminous flux lumen Im cd.sr
rnagnettc (w(d st rengt h ampere per metre - - - A/rn
magnet ic flux web er Wb V.s
magnet ic flux density tesla I Wb/rn
magnetomotive force ampere A - -  -
power watt W J /s
pressure pascal F’s N/rn
quant ity of electricity coulomb C A/s
quantity of heat joule J N.m
radiant intens ity watt per st eradian W sr
s pecific heat tou le per kilogram-kelv i n IIkg.K
stress pasca l Pa NIrn
t hermal condu ctivity watt per metre-ke lvin Wfl m .K
v.7l(u lty metre per second in
v ( sF F)s (tv - dynamo. pascal-second Pa.,
viscosit y, k inemat ic square metre per s ic ond ms
vo ltage volt V WIA

vo lume cubic metre m
wav enurnb er rec i proc al metr e (wav e)I m
work oule N~m

SI

Multi p li c ation Factors Pref i s SI Sym bol

1 000 00(1 000 000 — in t i- ra
U 1 00(1 (100 000 = III ’ g igs ( ;

1 1 )00 000 10~ mega M
I 000 = 10 ’ kI lo k

100 = III ’ hecto~ h
10 t O ’  tick.’
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